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Abstract 

For intelligent driver assistant service, research works have been conducted using sensors to analyze drivers’ behavior and score 
for safe driving. There have been many studies on safe driving, but there was a limit on providing the driver with a comprehensive 
solution for safe driving. The studies mainly focused on a method to quantify the driving characteristics or the indicators that can 
be used to assess the driving risk. In order to practically utilize those indicators, it is necessary to provide the driver with the 
feedback on how to change which controllable factors to fix the indicators to desired values. However, there has been no study to 
provide feedback on interpretable factors. To improve the problem, in this paper, we propose a model that provides comprehensive 
feedback to the driver by offering quantitative driving improvement instructions. In the proposed model, K-means clustering is 
used to classify the safe driving level and the non-linear principal component analysis (NLPCA) model is trained by the classified 
low-risk data to analyze arbitrary driving data and provide feedback. To evaluate proposal model, we collected sensor data while 
driving vicinity of Daejeon Metropolitan City in Korea, and analyzed the principal component extracted using the NLPCA. We 
evaluated the classification accuracy of the principal components to verify the validity of the proposed model, and showed that the 
characteristics of safe driving can be represented through the proposal feedback model. 
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1. Introduction 

Detecting driver behavior and assessing the risk of accidents are important parts of the advanced driver assistance 
system(ADAS)1. If an accident caused by an abnormal driving behavior is detected and reacted in advance, an accident 
can be prevented. In the case of drowsy driving, a driver may avoid an accident by a warning from the assistance 
system2. These kinds of driving assistance systems have been studied extensively over the last decades. Driving risk 
models were studied to classify the driving hazard3 and make a numeric model for time-to-x (TTX) to assess criticality4. 
In addition to analysis of driving risk model, general driving patterns was also studied, e.g., visualization of driving 
pattern analysis was conducted using extracted hidden features5. In addition, mobile application6 was developed that 
can detect inattentive driving by using various sensor data and then reflect the score to the driver. 

Even though the previous studies3,4,7,8,9 provided driver assistance system by detecting the risk of accidents and 
scoring the driving behavior, how to improve the drive for safety cannot be provided since only the assessing indicators 
were provided and the factors that can be manipulated were not offered. As an example, the quality of the lane change 
behavior was analyzed using image data and kinematics data9, the criticality was assessed4,7, and driving risk was 
analyzed3,8. However, if the indicator, which can be manipulated and guide drivers to drive more safely, is given, then 
driving behavior can be improved to reduce accidents by reflecting the practical driving feedback. The numeric driving 
feedback to improve safety is not only helpful to the driver, but can also be reflected in intelligent automotive systems. 
Therefore, in this paper, we propose a model detecting driving risk level based on collected mobile sensor data and 
providing quantitative driving indicators about how to alleviate accident risks. In the proposed model, measured sensor 
data are pre-processed to classified by the three risk-levels through the K-means clustering. The clustered low-risk 
data are fed into the nonlinear principal analysis (NLPCA)10 to train it and the trained model evaluates the numeric 
safe driving feedback for driving behavior inputs. 

The remainder of this paper is organized as follows. Section 2 describes the model of our work. Evaluation for what 
we propose is provided in Section 3 and we finally conclude the paper in Section 4. 

2. A Deterministic Feedback Model for Safe Driving 

To handle the numerical feedback for safe driving, we proposed a quantitative feedback model, which consists of 
two main steps: model training and inference analysis (refer to Fig. 1). Firstly, in model training step, in-vehicle sensed 
data is collected and pre-processed. To analyze driving behavior and provide feedback to the driver, we used the 
NLPCA auto-encoder model. Before training the model, the pre-processed data is classified to label the risk level, and 
then the low risk labeled data as a safe driving data is used to train the NLPCA model. After training the model, in the 
inference analysis step, the reconstructed values can be obtained from the observed input data through the trained 
model. Analyzing the observed data and its reconstructed values, the quantitative feedback for safe driving is provided 
to the driver. 

2.1. Data Preparation and Training the Model 

 Data preparation 
To implement the feedback service for safe driving, local dynamic status information of the vehicle is required as 

an input for the model. Therefore, we defined the sensor feature vector 1 2( , , , )Nx x xx   to describe the behavior 
of the driver and be used as the input to the NLPCA model. In the sensor feature vector x , each element x  represents 
the characteristic indicator value of the sensor data. The collected raw sensor data is pre-processed to construct the 
sensor feature vector. In this paper, as the elements of the sensor feature vector, we employed 4 sensing types 
(acceleration in x-axis and y-axis, yaw rate, and velocity), each has 10 characteristic indicators as shown in Table 1. 

 Risk labeling 
To train the NLPCA model using the safe driving data, the criteria for safe driving is required. Therefore, we 

applied the method that classifies data to the several risk levels3. In the previous study3, it was shown that the driving 
risk level could be classified by the minimum acceleration, the average acceleration, and kinetic energy reduction ratio 
that are shown to be correlated to the crash occurrence rate using the K-means clustering method. In this study, using 
those 3 indicators we classified the data into 3 risk level: low risk, moderate risk, and high risk through the K-means 
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clustering method. We defined the safe driving as the driving behavior represented on driving data labeled with the 
low risk, and used pre-processed data labeled with the low risk to train the NLPCA model. 

 Training process of the NLPCA model 
The NLPCA10 is a model used to extract nonlinear key components using an auto-encoder with a nonlinear layer. 

As shown in Fig. 2, as the NLPCA model, the auto-encoder network consists of an encoder that extracts the main 
component from the input data and a decoder that reconstructs the input data from the main component. When the 
input of the auto encoder x  is encoded, the model is configured to extract the characteristics of the input data and 
reconstruct the original data through decoding. The output of encoder which contains the extracted characteristics of 
the input data is called principal components. The output of each neuron, which makes up the auto-encoder, is given 
as the value of the activation function f  for wx b , where  is weight, x is input of the neuron and b is bias. All 
weights and biases for one layer are defined as the matrix W and the vector b for convenience. As the estimate of x 
based on the features extracted through the neuron layer, the reconstructed vector x̂  through each layer can be 
expressed as ˆ ( )f f f xx   .  

In the proposal model, NLPCA model learns the characteristics of safe driving training by the low risk labeled data. 
As shown in Fig. 1, the NLPCA model receives the pre-processed sensor feature vector data x  as an input and finally 
derives reconstructed value x̂  from the auto-encoder.  

Before the inference analysis is performed, the NLPCA model should be trained with safe driving data. The goal 
of the auto encoder is to extract features that make the inputs of encoding and results of decoding to be equal. Therefore, 
the training of the auto encoder proceeds in the direction of minimizing the error between x̂ , which is the decoding 
result of all models, and x , which is given as input. In this paper, we applied the mean square error (MSE) 

2ˆ( )L x x x 
 
 as the loss function which is widely used to minimize the error between input value and reconstructed 

value. To find the weight  and bias  that minimize the loss function, the model is trained through the backward 
propagation which updates the weight and bias in the gradient direction of the cost function as a general learning 
method as shown in Algorithm 1. 

2.2. Inference and its Analysis 

After training the model, to give driver the quantitative feedback for safe driving, decoding is conducted to calculate 
reconstructed value x̂ . As shown in Fig. 1, the input data and the reconstructed values extracted by the trained model 
are received to analyze them and provide the driver with the feedback for safe driving. As the NLPCA model was 
trained by safe driving data, the trained model is expected to extract safe driving hidden features for arbitrary data 
inputs, and the reconstructed value from the decoding step can represent the nearest safe driving data values in the 
input dimension. As the reconstructed value x̂  indicates representative low risk input values, distance between the 

w b

 

Fig. 1. NLPCA-based feedback model. Fig. 2. NLPCA auto-encoder structure. 
 

Table 1. Characteristic indicators for constructing the sensor feature vector. 
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sensor feature vector and reconstructed vector x̂ x  can be provided to the driver as a quantitative feedback for the 
safe driving. 

3. Evaluation 

In this study, in order to verify the validity of the analysis model, we evaluated how accurately principal 
components extracted from the analysis model can classify the driving risk. Through this evaluation, we are to 
demonstrate that the NLPCA based analysis model can reasonably analyze the driving risk from input sensor data. 

3.1.  Experimental Environments 

To collect the sensor data, we drove the routes nearby Daejeon Metropolitan City in Korea as shown in Fig. 3, and 
collected the sensor data using the sensor recording application of the mobile phone while driving. We applied time 
window with 5 seconds length, and aggregated the data that were interpolated into 20 frames on each 0.1 second step. 
We collected 14078 steps of pre-processed data in total. 

3.2. Results and Discussion 

As mentioned in section 2.1, we classified the collected data into low, moderate, and high risk using K-means 
clustering method, and labeled the collected data. We trained the NLPCA based feedback model only using the data 
labeled with low risk to obtain the analysis model for low risk which is considered as safe driving. The principal 
components are extracted by using the trained model, and then we tried to verify the validity of the feedback model 
by evaluating the risk classification accuracy of the principal components through the support vector machine (SVM) 
which is widely used classification method for the supervised learning. 

We firstly observed the distributions of the collected data in each risk level and values reconstructed through the 
trained model. The feedback model was trained using 85% of the total collected dataset, and the rest 15% of the dataset 
was feedforwarded through the trained model for evaluation. The distributions of each risk level data and reconstructed 
values in the main indicator axes of the sensor feature vector are shown in Fig. 4, and Fig. 5 illustrates the distribution 
of each risk level data in the axes of the principal components extracted from the model that was trained by low risk 
data. It is possible to distinguish the low risk level by using only 3 principal components as much as using several 
indicators of the sensor feature vector. In addition, as shown in Fig. 4, it is shown that the distribution of the 
reconstructed values for moderate and high risk data is represented in the center of low-risk data distribution,  therefore 
it can be inferred that the reconstructed values of the trained model represent the nearest low risk component values. 

Table 2 shows the statistical indicators that represents how accurately can the principal components extracted from 
the trained model classify the risk level through SVM. All collected data were feedforwarded through the trained 



 Minsu Jeon et al. / Procedia Computer Science 00 (2017) 000–000 5 

feedback model, and the hidden 3 principal components were obtained for the dataset. Using 85% of the obtained 
principal component dataset, the linear SVM was trained, and the inference was conducted for the rest 15% of the 
principal component dataset to evaluate the validity of the feedback model. As shown in Table 2, it is observed that 
the total accuracy is 0.8303, the F-measure values for detecting the safe driving and risky driving are 0.8554, 0.7945 
respectively, and the receiver operating characteristic (ROC) curve shown in Fig. 6 indicates that the area under curve 
(AUC) is 0.9479. The evaluated statistical indicators show that the extracted principal components can accurately 
classify the risk level, and this implies that the NLPCA based model is precisely trained. This result shows that the 
proposed model can more precisely extracts features of the safe driving than the decision tree based model3 that 
predicts the risk level using the current information of driver characteristics and road environment. However, the 
accuracy to extract features of safe driving for the proposed model is lower than the accuracy for the maneuver 
transition probabilities based model11 that uses additional camera image data as well as the sensor data. Although the 
proposed model only uses sensor data that can be collected from the smartphone, it achieves slight lower accuracy of 
the model that uses both sensor data and camera image from the controller area network (CAN) bus. Therefore, the 
proposed model can take advantages on collecting the data in cheaper cost, but the slight accuracy reduction occurs 
compared to using the various type of data. Moreover, the critical characteristics of the proposed model is that the 
model can provide the corrective feedback for safe driving to the driver with a proper accuracy comparing to the 
conventional methods3, 11 that can only alarm the risk level. 

Table 3 shows values of the evaluated sensor feature vector for 3 points in high risk data, their reconstructed values, 
and their quantitative feedback for safe driving. These 3 points are selected from the distribution of high risk data. To 
provide more comprehensive feedback, we provide the how much percentage to change each factors that is expressed 
as / . In case1, the average differentiation of longitudinal acceleration was observed to be lower 
than the reconstructed value, so the feedback for increasing the average differentiation of longitudinal acceleration 
was mainly provided. Likewise, in case2, feedback on the peak to peak value of the lateral acceleration was offered 
to decrease the lateral acceleration fluctuation since the distance between observed data and reconstructed value on 
that factor was long. In case3, feedback for increasing minimum rotation acceleration in z-axis was provided as the 
observed minimum differentiation of yaw rate was relatively lower than the reconstructed value. To evaluate the 
validity of the reconstructed value, we roughly calculated risk indicating information by , , , 

 
Fig. 3. A sample of driving route 

for collecting the sensor data. 
Fig. 4. Risk level distribution for the 

driving behaviour vector. 
Fig. 5. Risk level distribution for 

the principal components. 
Fig. 6. ROC curve of classifying 
the risk level from extracted 
principal components. 

Table 2. Confusion matrix and statistical indicators for classifying the risk level. 

 
Predicted class 

F-measure Total accuracy 
Safe driving Risky driving 

True class 
Safe driving 0.5022 0.0105 0.8554 

0.8303 
Risky driving 0.1592 0.3281 0.7945 

Table 3. Quantitative safe driving feedback for risky driving behavior. 
 Observed indicators Reconstructed values Feedback 

 
Average 

differentiation 

of Xa  

Peak to 

peak of 

Ya  

Minimum 

differentiation 

of Z  

Average 

differentiation 

of Xa  

Peak to 

peak of 

Ya  

Minimum 

differentiation 

of Z  

Average 

differentiation 

of Xa  

Peak to 

peak of 

Ya  

Minimum 

differentiation 

of Z  

Case1 -0.1675 0.6747 -0.0053 0.1244 1.0708 -0.0563 58.89% 6.31% -24.55% 

Case2 0.0217 5.0288 -0.0015 0.0415 0.9383 -0.0246 3.99% -65.15% -11.12% 

Case3 0.0859 2.3813 -0.1537 -0.0143 0.6157 -0.0056 -20.21% -28.12% 71.30% 
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, ,  and classified risk level from the calculated values through K-mean clustering whose parameters were 
used to label the data. It is observed that 83.14% of reconstructed values are classified as the low risk data, and the 
rest of them are classified as the moderate risk. Therefore, it is verified that the reconstructed values mostly represent 
the low risk data. As the validity of the NLPCA-based safe driving feedback model was verified, it can be seen that 
the quantitative feedback for safe driving using the reconstructed value becomes feasible. 

4. Conclusion 

In this paper, we proposed an NLPCA-based analytical method that can provide quantitative feedback to the driver. 
The validity of the trained NLPCA-based model was tested through the accuracy of detecting safe driving data and 
risky driving data from extracted principal components. Using the reconstructed value, which is one of the critical 
features of NLPCA, quantitative analysis for safe driving feedback becomes possible by analyzing the difference 
between observed data and its reconstructed values that indicate the representative values of low risk driving. 

Using a machine learning method to analyze the driving risk from the dynamics of vehicle is consistent with the 
traditional studies that use the other analytic method to detect the driving risk. However, in addition to the traditional 
methods, our method enables to provide the driver with the quantitative feedback for safe driving. 

Our proposed method only considers the behavior of the ego-vehicle and analyzes only the behavior of the one 
vehicle. Considering the behavior of surrounding vehicles and various factors such as road surface condition, weather, 
and behavior of driving additionally, it can be possible to construct the more precise model with an expanded scale. 
Moreover, in order to modeling the safe driving analysis more accurate and detailed, future work could analyze the 
safe driving patterns separately on each driving behavior such as the line change, left turn, etc. It is also possible to 
evaluate the feasibility of this service application in the connected car environments using the simulator12. 
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