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Abstracd The recent growth of connected car technology
encourages IT and vehicle gganizations to develop advanced
vehicleto-cloud (V2C) services such as driving assistance,
infotainment, and vehicle maintenance. However, since their
performances highly depend on the resource configuration and
regional characteristics, it is almost impgsible to examine the
service feasibility in every candidate region by constructing
real testbeds. To overcome this problem, we present an
integrated road traffic-network-cloud simulator for V2C
connected car services (IsV2C) with a useriendly GUI. The
IsV2C aims to evaluate V2C servicesvith the userspecified
V2C environment and service scenariof a particular region.
In the IsV2C, road traffic, network, and cloud simulation are
intimately linked to reflect both the realistic movement of
vehicles and serice transactions in realtime. To accurately
mimic task execution in both vehicles and the cloud, the IsV2C
utilizes a rigorous emulation for evaluated services. Simulation
results of the IsV2C show whether each simulated application
satisfies the servicelevel objectives regarding service time,
cloud cost, and data transmission performance. As for the
validation, we evaluated three sample V2C applications in an
urban area, and the results proved that the IsV2C could offer
useful information to both service providers and cloud
providers for their service launching and profit estimation. To
the best of our knowledge, the IsV2C is the first work that
presents an integrated road traffienetwork-cloud simulation
framework for an end-to-end V2C service evaluation

Keywordsconnected cas; endto-end simulation; integrated
simulator; service feasibilityyehicleto-cloud services;

[.  INTRODUCTION
The connected car which refees vehicle providing

cloud enabledo 1) overcome the limitation of computation
performance and storage size in vehicles and 2) provide a
service that is hard to implement in a single glghsuch as
local dynamic map§LDMs) [4]. As part of the recent trend,
Fiat Chrysler Automobiles and Hyundai Motor Company are
collaborating with Google for their connected cars, and
Microsoft and Toyota announced their partnersbipAzure-
based Toyota Big Dat Centef® Also, BMW built
CARASSO which offers dynamically updated map
information using sensor data from vehicles leveraging
Amazon Web Seiges®

However, it is still a big challenge to examine the
feasibility of vehicleto-cloud (V2C) services. lrgeneral,
cloudbased serviceare complexly constructecand their
executionis often distributedin various ways. Therefore,
their performances highly depend on thessource
management approach and thecessing capacity. Even
worse, local conditions such as the number of vehicles,
network infrastructure, and theata traffic size in service
coverage areas significdy affect the performance of the
services. For thisreason it is nearly impossible to evaluate
V2C services in evergandidateregion by constrcting real
testbeds.

A simulation is one of the attractive alternatives to
overcome the problem since it can provide a variety of
evaluations with any resource configurations and regional
settings. There have been severalworks to develop road
traffic simulators p], network simulators€,7], and cloud
simulators 8,9,10,11,12,13]. However, the independent use
of these simulators has the limitatidn model a V2C
environment in a given region completellthough the
existing mobile cloud simlators [14,1516,17] provide an

network connectivity is the latest trend in the automotiveeffective way to simulate task execution with resource

industry. This new concept afehicleshasreceived much

constrained deviceand the cloudthey are still not enough

attention all over the world in recent years. According toto evaluate the entb-end performancbetween vehicles and
Gartner* connected cars are forecast to reach 25 billion byhe cloud becausetheir modeling of network andask

2020, and the valuewill have a five-ffold increase in

executionis rather simplified As for acellular network, the

comparison to 2015. The significant increase of thidinkage of a road traffic simulations requiredfor realistic

popularity encourages automotive and IT organizations tyehicle mobility

scenarios which consider cellular

develop advanced connected car services such as drivipgrformance factors such as handover trials of user

assistanc®, infotainment®, and vehicle maintenarfce

equipmentUE) and thedistance to base statiofis8,19,20]

Moreover, the assistance of a central cloud has beehhe integration of road traffic and network simulations have

providing an opportunity to maii more functionalities to
the connected car servicesZ,3]. It is because theentral

also been introduceth several works41,22,23]; however,
these are not suitable for V2C services when focused on the
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TABLE I. THE CLASSIFICATION OFV2C CONNECTEDCAR SERVICES

Service Classification Example IsV2C Support
Oneto-oneservice Intelligent personal assistapt&hicle maintenance Supporéd
Request
Pattern Oneto-manyservice Asyne. LDMs, crowdsourced services Suppored
Sync. ' Not Suppored
Repeabilit Non-repetitive service Intelligent personal assistangnergency handling Partially Supporéd
P Y Repetitive service LDMs, sensor data analyticself-driving Suppored
Offloading Offloadableservice All except for noroffloadable services Supporéd
Availability Offloadingmandatory service | LDMs, most eowdsourced services Supporéed
vehicleto-vehicle (V2V) communication. == Cloud
In this paper, we present the IsV2C, an integrated roc B 5% 3 e |
traffic-networkcloud simulator for V2C connected car gl 5116y w ®-0
services. The goal of the IsV2C isto evaluate the . o -@
performance and the cost of a V2C service provision und « \ & - O0-®
the V2C environmenin a particular regionThe IsV2C e nniyy - A =¥ ,

- . ; e caag=~_ 5Gl Internet o ;@
allows both service providers and cloud providerprastest e aSSIS8EE |
their service feasibilities in givenarea and to estimate their ' ) B R S— e —
profits, respectively To the best of our knowledge, the ff Jparest I —
IsV2C is the first work that presents an integrated roa & L4 e ¢ Offloading
traffic-networkcloud simulation framework for an eio- é

end V2C service evaluation. i i\

The main contributions of the IsV2C are as follows. Gm) Other | TE Users

! The IsV2C allows simulation users to evaluate V2C  Veficle
services with a usdriendly GUI and provides a
highly visible summanof simulation results.

1 The IsV2C executes tightly coupled road traffic, Figure 1. The simulated environment of the IsV2C.
network, and cloud simulation. The interoperability
contributes a better insight into the ewoeend vehicle andthe cloud, while ondo-many services suchs
performance evaluation of V2C services in a giventDMs and a variety of mowdsourced services usually
region. require input data from multiple vehicles. Gieemany

 The IsV2C providesa relable way to mimic  Services run either asynchronously or synchronously.
computational behaviors of tasks in both vehiclesAnother criterion is repeatabilityin the case of repetitive
and the cloud via an emulatiowith a real cloud Services, they usually require periodic data collectiamthe
testbed the emulationenables to overcome the Other hand, nomepetitive serviceare executewhen service
difficulty in the accuratecomputational modeling of Users request or when in an emergency. Findtig, other
V2C services. criterion is the availability of the service offloading to the

1 The IsV2C provides evadtion results for service cloud. Thereexistjobs that should ndbe offloadedin the

feasibility with various service level objectives €ase ofprlvfacy or security related servicé&3n the contrary,
regardingperformance and costhe metricsinvolve  the offloading can be much advantagetusome services
service time, cloud cost, and data transmissionyvhich require highcomputingresources or storagapaciy.
performance. Also, for particular services which need dynamically
For the validation of the IsV2C, we evaluattitree Updated external data (e.g.LDM), the offloading is

simulationscenarios for synchronous ont-many services and naepetitive

The remainder of this papés organizedas follows. Services affected by external factors such as traffic accidents
Section Il and Section Il describe the fundamentals and th@nd rockslides.
design of the IsV2C. In Section 1V, we presﬁrtIval_idation B. Simulated Environment
of the IsV2C. Finallywe concludethe paper in Sectioy.

<> Data Traffic
----- » Handover
_____ Service

Offloading
< =p |Interfaces

Fig. 1 illustraesthe simulated environment in the 1sV2C.

II. 1SV2C FUNDAMENTALS The V2C environment is composed of vehicles, base stations,
and a cloud. In the environment, the LiBEnainly useds a
A. V2CConnected Car Services cellular network. Vehicles are connected to the

corresponding base stations (i.e., eNBs), lahl handovers
occur between base statiortsy the evolved packet core
(EPC) if a signal strength is low. The EPC consists of the

As summarizedin Table I, we have classified V2C
connected car servicdsy three criteria: request pattern,

repeatability, and offloading availability. According to the :
request pattern, V2C connected car servieesdividedinto  Serving gateway (SGW), the packet data nekwgateway

oneto-one and ondéo-many services. ORm®-one services (PGW), the mobility management entity (MME), and the
are only based on the direct communication between a single



homesubscriber server (HSQpata packetare transmitted TEVEC Cllant

to the Internet via the two gateways and vice versa. e e | e | UETE ‘aa wamat | ot | sopbsion | oy }~
In the simulation area, vehicles mprovideseveral V2C ST

services simultaneoushBasically, V2C services follow a 1V2G Sorver I

clientserver model. Theyare coordinatedby the service Road Tafi | Smi"‘:‘“y":‘e:‘:’m ) sk Computation

provider leveraging virtual machines (VMs) fraime cloud NI + 18 -

provider. If a service is not offloadable or decided not t V2CEnvi A G

offload, it is executednsidevehicles. Otherwise, theervice el e v B I

is offloadedto the VMs.For more practical scenarios, the : : v :

In- ntroller

IsV2C considers not only vehicles but also other LTE usel | | e e -
2 nonvehicle LTE users (e.g., pedestrig@isjis UEs. Neworimnen | | (e | ey T

Sarvice Run
Time Caleulation

Connection Management .
Service Lifecycle

| Mobility |

C. Design Principle

User convenienceThe IsV2Caimsto be easy to use
even if simulation users are not an expert in programmini
Via a usetfriendly GUI in simulation setupthe wsers can
easily construct ownV2C environment and service
scenarios in a particular regiokfter simulation, the IsV2C . =
summarizes and illustrates simulation results in a graph R
representation to improve readabiliklso, the users can
utilize the IsV2C anywhere with the Internet becausks it
built asa RESTful web application.

Reliable simulation: For the accurate evaluation o
V2C services, the IsV2C mimics the entire process of e
simulated application with realistic service scenarios ir
particularregion. Once the araa given the IsV2C models
the movement of vehicles in the area and generate
vehicular trace. Based on the vehicular tradbe
applications aresimulatedalong a service path for eacl
vehicle. To achieve an e#id-end performance evaluation,
the IsV2C conducts organically linked road traffic, netwo R :
and cloud simulation. It enablds imitate every service (c) (d)
transaction reliablyAlso, the IsV2C takes an emulation Figure3. The IsV2C GUI. (a) The web interface fasimulation setup; (b)
based approach to |dent|fy the performance of te The visualization of simulation proces(s) Simulation Iogs; (d) The rek
executon in both vehicles and the cloud. The emulaiion /e°Page:

conductedby executingthe applications in the same way Simulation setup: The 1sV2C provides a usefriendly
with simulation scenarios to ensure a high accuracy. web interface fom simulation setupAs shown in Fig3(a),
Effective identification of the service feasibilityThe  the right sidebar implemented using SUME] [enables
IsV2C provides simulation results rfoeach simulated simulation userdo selecta regionto be simulatecand to
application with a variety of service level objectives aboutgenerate a vehicle mobility scenariotire areaDesignaed
service time, cloud cost, and datansmissiorperformance. longitude and latitude determine the regioand it is
Firstly, the results show the average service completion timdisplayedin OpenStreetMapat the center of the web page
composed of data transmission and task execution time f The left sidebais usedfor the parameter setting. Providing
each vehicle and each trial. Secondly, the IsV2C alsgonsiderableautonomyto uses, the IsV2C allowsthemto
provides an analysis tfiec | oud provi der 6 é“aprid'?Bef 19430 pgrarpeferp avigeregssthe number of
cloud usage cost compute node operating costservice —applications to be smula_tééi]’he parameters are related to
level agreement (SLA) penalty cdinally, performance of S|mylat|on lifecycle, veh|cles,_ other LTE usefie., non
a cellular network and erm-end data transmission are vehicle LTE u_ser_s) base stations, the '”te”!ehe C.IOUd
illustrated in the result$or each vehicle and each data flow. datacenterapplications, and clougsource configurations of

Therefore, the simulation users can easily figure out thg.aCh applicationBased on the parameter setting, all the
. e : . Simulation entities can baeployedin the simulatd area as
service feasibility from diverse perspectives.

the user designates.

Service Cost
" Caiculaton
& eSullS

Cloud Network
Datacenter || Performance
Setting Manitaring

Handover Data Transfer
Management || Management

LTE Setting ‘g:"":‘:' EPC sm-xg-l

Figure 2. The architecture and simulation steps of the IsV2C.

. 1SV2C DESIGN Cloud resource placement and task allocatioBased
on the cloud resource placement amg task allocation
A. Overview strategy in the simulation setup, the IsV2C determines the
The IsV2C operate its simulation in five steps as humber of cdocated VMs in each compute node and co
depicted in Fig. 2. allocatedtasksin each VM respectively.

Uhttps://www.openstreetmap.org
2The detailed list of the simulation parameteravailable on ouwelsite
(http:/Incl.kaist.ac.kr/wgcontent/uploads/2017/02/supple.pdf).



An emulation of faisk execution:Based on the&esource
assgnmentresultsby the cloud resource placement atitk
task allocation the task execution of each simulated
application is emulatedly its given behaviorsising a real
cloud testbedThe emulation resuliare utilized to determine
the task execution time in the main simulation.

Main simulation: The simulation controller conducts the
whole process of the main simulatiofhe main simulation

starts with the creation of the simulated environment and the

vehicular trace in the given regiofin endto-end simulation
is then carried outfor the applications. The simulation
controller handlesthe whole service stes from service
requests of/ehicles,the taskexecution in eithewehicles or

Instdl IP stacks to VMs in thedataenter and

configure ther routing method.

Create base stations and place them in a hexagonal

grid form in the entire simulatiarea.

Install LTE devices to the base stations.

CreateUEs and configure their mobilities

Install LTE devices andetworkstacks to the UEs

(8) Attach he UEs to the base stations and configure
their routing methosl
(9) Install the client and the server part of each

application to the UEs and the VMs respectively.

Now V2C applicationshave been deployed based on

UDP. Their behaviors ametermined byhe sinulation setup

©)
(4)
(5)

(6)
(7)

the cloud, andfinally to service responses. During the mainand also theask emulationFor other LTE users (i.e., nen
simulation, the IsV2C visualizes the simulation proceswehicle LTE users), we have built a dummy application that
using PyViZ® and records logs as shown in Fig. 3(b) and (conly transmits and receivéise usergiven size of datalso,

respectively.

Summarization of simulation results: The IsV2C

the movemers of the vehicles and the other LTE usare
deteamined by the vehicular trace and random direction

summarizes simulation results using various metrics to shomodel witha given speed

service levelsof each application The final results are
plotted into 19 graphs on the web page ssown inFig.
3(d) 14

B. Road Traffic Modeling
The IsV2C conductsa road traffic simulation using

Given thke simulation scenario, an etmtend simulation
is then conducted by the simulation controller, and the
network simulation module handlesll the network
operations betwen the UEs and the VMBesides X2-based
handoves among base statioasealso cowlucted If a signal
strengthbetweena UE and its connected base station is low,

SUMO. Given the simulated region, the movement ofthe handover occurs for the UE by switching fitevious

vehiclesin the areais modeledby two parameterscount
andthrough traffc factor. The count denoting the number

of entities per hour per kilometer, determines when to ad

vehicles during the simulation. Theaterval between the
vehicle creationss derivedas 3600Q/(;&;) /countwh e r e
is the duration of a simulatioThe through traffic factor
affects a probability that vehicles start and erteir
movementst the boundary of the ardé.the factoris high,
thenthe probability increase#\t presentthe speed ofeach
vehicle is setto the legal limit of lanesas default If a
simulaton user denotethe maximum speed, the speéd
restrictedto | a nlegat§peedsThe region informén and
the configuration ofoad traffic parameterare deliveredo
the road traffic simulaton module then it generatesa

vehicle mobility scenario. When the main simulation starts,

a vehicular tracés created based on the mobility scenario

C. Network Modeling

As mentionedearlier, we have considered the LTE as
cellular network in ourwork. Another cellular network, 5G
was alsoconsideredin the initial stepsof the research;
however its standard has nbeen fully establisheget Thus
we have only covereithe LTE in this work.

The whole network mechanisms of the IsVidZ®asen
ns3 [7] and Lena[24]. As a preliminary stagef the main
simulation, the creation ofthe simulaed environment
involves the following steps:

(1) Createaclouddataenteranda evolved packet core

(2) Install the Internet and estadii connections
between thedataenterand a packet data network
gateway(PGW)

Bhttps://www.nsnam.org/wiki/PyViz
1The details of the graphs are available onveeinsite
(http:/incl.kaist.ac.kriwgrontent/uploads/2017/02/supple.pdf).

base station to closer and strongee. After the handover is
over, the UE establishes a new connection with the new base
gtation in the neighbor cell.

D. Cloud Modeling

W) Cloud resourceplacement and task allocatiotwe
assune that clustersare statically partitionedfor each
application in the cloud datacenter and consist of
homogeneous compute nodes and VMNlisnulation users
can configure their cloud environmdny themselves. In the
configuration, the 1sV2C provides three strategies for cloud
resource placement as follows
I Con: A strategy to maximize VM consolidation by

co-locating the possible maximm number of VMs in

eachcomputenode

1 Man: A strategy to cdocate the usegiven number
of VMs in eachcomputenode

I Fair: A strategy to maximize VM distribution by €o
locating the possibleninimum number of VMs in
eachcomputenode

Also, for task allocation, the IsV2fairly maps vehicles

to VMs. Thus, most VMs can accommodaggvice requests

from the same number of vehicles.

2) An emulation of task execution: It is significantly
difficult to predictthe computationalperformance otasks
in the cloud due to their hardware dependen@&26] and
the complexity of performance interferenc® p8]. Thus,
contrary to most cloud simulator8,9,10,1], which users
should describe the detaitf computation workloads and
their behaviors, the IsV2C takes an emulatiaised
approach similar tpreviousresearchegl2,13.



|:> Cloud Testbed Co(t)=8 APUE Quec PO 1 )
s

|° VM Image Creation

C te Nod . . .
ey e where PUE is the value of power unit effectiveness,
—POW

IsV2C Cli . o .
: 2010|ent [T [T Pewec is an hourly electricity prigeand Py and U™ are
[ Simulation Gateway T - @ respect!velythe prOV|S|oned power and the average power
l ; oM e Rurring usage incomputenode | of clusters. In this work we
Emulation Request : nsance 1 Task Task . —
: = approximate the U;°Y based on Booweckburr
= : T emulation Agent consumption modeB{l] as
|° R R AT CTaRtian I |_|§Resu\t Return | @nskspnwningl nVM
I T SPOW _ 3 %j — COMP
|° Task Execution Request I—— Instance n ‘ ‘ 4 usj =0.667 +0.33 n ,max usqu (3)
[ Hypervisor | 'sj
|© resut aggregaton  Je—1 || Hardware | where " and n""™ are the number ofreatedVMs in
1

_ ) _ the compute node and its maximunvalue respectively
Figure 4. The emulation steps tiietask executioof the IsV2C. US?OMP is the average VM utilization in theomputenode,

Fig. 4 shows emulatioatepsfor eachapplication. As a and itis calculatecas
COMP

preliminary step, the VM image of the application shdagd GOV =5 H 4
createdbeforehand Triggered by the simulation gateway, s v oot Q@ )
the emulation starts by creating VM instances with tthhereT_ckQMp is the total taskexecutiontime for vehicle i
created image. The number of the VM instarisegivenby o

the cloud | strat After th i on VM kin the compute nodeuring|[O0,t].
€ cloud resourcplacementstrategy. Alter the creation, Finally, for the SLA penalty cost imposed if the service
the emulation module requestbe task excution tothe

lati a h VM inst tide task levels do not meetwe consider four modelsthat are
e:?” at_lon ?gfn ”:j teac_ th Ins an(t:)e, af h ash_ | proportional to performance degradati@ne ofthe models
allocation strategy determines the number ot the vehicleg directly commensurate with performance degradation, and
mapped to the instanc@he emulation agent then SPaWNS 6 othersare baseon the polieesof Amazon EC2, Google
thetasksat the request interval givemthe simulation setup. Compute Engine,and Microsoft Azure each A,Ithough
Aft(_—:~r the emdation is flr_ushed each task execut|on_ time public cloudproviders offertheir policies only foresource
deliveredto the emulation module. For each vehicle, onlyavailability at present, we have modified them sligtat

one VM instances utilizedfor_the_emu_lation. In the main to consider performance degradatiofThe SLA penalty
S|m_ulat|o_n, the tas_k computationtime in thezclqud and costs by the four models are obtained by

vehiclesis determinedto follow N(f—;,M oney é) and o

N(ee On e’ &) respectively,where &, and &, ép.(.)f. ™ T O
are the constants to represent the relative performance cpfasl a &Py Ak

Pk ,
VMs and vehiclesand € and (0 are the mean anthe 1 based ondirectly proportional model
standard deviation afggregated task execution time. } 208 Z2M (G110, 0.3+ 3 ¢ 5
3) Cloud costmodel We denotep (t) asthe profit of | & jakaws‘k ( hobda, v 034, ﬁvg
thecloud provider during0,t], and itis estimatecs { based on AmazonEC s model
= I s e P I} 2 a Py
p=G () G(1) & (Y D 18 & &0 (01580, 0n 025 44 Os 053+ o) O

| s k
where CU (t) ! C,O (t) , and G, (t) are 0'0“9' usage cosif Tbaséd on Google Compute Engine s model
the service providercompute node operatirapstand SLA 0

penalty costof the cloud provider in the period Even T& & &P (dll Lo, wor 025 % 9_9 t O
though othercosts such as spaceost, cooling cost, and %bzsédkc)n Microsoft Azute s model

maintenance cost, should also be refledwdbetterprofit ®)
estimation [29], currently we only consider the portion

i i M d.
related to the task computation in (1). wherec is the poportional constantpg, and dg areeach

We now describe each elemenft (1) in detail. Firstly, the hourl_ychargeand the average performanc_e degradation
for the cloud usage cost, wetilize the pricing policies of ©f YM kin compute nodg of clusters, respectively Note
public cloud laaS services such as Amazon £GRoogle that 1. is the indicator function thateturns 1 if A is
Compute Engin, and Microsoft Azur¥. It involves both ~ satisfied and otherwise.

VM instance charge anthta transfer chargélso, VM the aEI_ Service Offloading

instance charge is set differently depending on the rent , . )
types:on-demandandreserved The IsV2C allows isnulation userdo determine whether

Secondly, the operating cost of compute nodes i§achsimulatedapplicationis to be offloadedor not. If they
estimat ed b a sdatacentecost Madeidojas o rFlPaseNoOft the applicationareonly executedn vehicles.

Bhttps://aws.amazon.com/ec2
https://cloud.google.com/compute
Yhttps:/Azure.microsoft.com



Otherwise, the are either offloaded in every trigdl{Off), or
with the probability given by userBobOff).

IV. ISV2C VALIDATION

In this section, we present the validation of the I1SV2C vi
the evaluation of servicdeasibility for three samplev2C
applications.

A. SimulationSetup e il Y

We implementedan IsV2C server in a machine running EE;:ZtSd g;ﬁesérﬂﬂ%'_on region (@) illustrated bythe OSM and (b)

Ubuntu 14.04 LTS.A cloud testbed was built based o-
OpenStack, and we used computenode that has eight

cores of Intel® Xeon® CPU-EB50 v2 @ 2.60 GHz model TABLE II. THE SELECTED SIMULATION CONTROL PARAMETERS
and 16 GB RAM for the emulation aask execution. The Simulation Duration(sec) 50
testbed provides three types of flavors, gmalr sizes are the _ Max speed(m/s) -
samewith t2.small(1 VCPU and 2 GB RAM)2.mediun(2 vehicle | o 3
VCPU and 4 GB RAM), and2.large (2 VCPU and 8 GB Speedmis) 11
RAM) in Amazon EC2 respectiv_elﬁt present, the IsV2C | Other LTE 75 y0utputdata sizdbyte) 1,000,000
supportsthe following three applicationsto be emulated user Requestinterval(sec) Exp(0.2)
Sirius!® and Blind Motior?® are open source projects for a ["Base station| Number 21
endto-end voice and visiobased intelligent persona Data ratgGb/s) 100
assistant anfbr a deeplearningbasedapplication to detect Internet | Maximum transmission unit (MTU) 1500
maneuvers of vehicles using aareimeterand gyroscope Delay(sec) 0.01
respectively Customis a sample application to impose Number of compute nodes 100
computationworkloads as much as users want. provisioned power in compute nodes (W 165

As shownin Fig. 5, we chose the vicinity oBuseong Cloud EEUE” clectrichy price®) é'gg
dong Daejeon, Korea for the simugtregion. The size of | datacenter : 2L )
the areawas set to 2.7 x.2 km. We conductedsimulatiors &m 1
for all the three applications, and the selected coni Cost policy Amazon EC2
parametersre showrin Table 112! Note that he parameters Sirius | Blind Motion | Custom
related to base stations were determined base@Zrafnd Input/Qutput data size (byte) 50/5 8100/3700 | 2048/2048
the speed of each vehialas seto the legalimit of lanes as | Reaestinterval(sec) Exp(0.25) 7.5 9
default. Numberof VMs in the cluster 25 25 _ 25

Flavor of VM instances t2.large t2.medium | t2.medum
B. Resulf2and Discussion Maximum number ofco- 4 8 8
located VMsin a compute node|

In this subsection, we show andsdliss simulation
results. Wedenotebaselineas a reference case where the
number ofUEsis (75,40) for (vehicles, other LTE usgrthe
number of cdocated VMs in a compute node is (3,4,4) for
(Sirius, Blind Motion, Custojn and the task offloading
strategy isAlIOff. For every case in the evaluation, all the
simulation parametersvere set as same dhe baseline N o . _ .
exceptfor manipuated variable. Note thatwe employthe ~ PETXTiIme> Ty . and PERxTime> T, . indicates
direct proportional modeldepicted in (5) and monthly  when the data transmission areteptiontime are greater
reservation modebr SLA penalty cosandcloud usage cost than the average value of thaseline Thus, we can infer

under the 150 millisecondsr every caseWe guess that it

is because the data size of each UDP applicaticaigtvely
small;thusthe vehicles do not generate burst network traffic.
However, interestingly, Fig. 6(c) shows the increasing trend
as the data traffic size grows for all the lines.

respectivelyin the following analysis that the overall network performance is affected by the data
1) Effects of the number of vehicles and other LTEraffic size.
users Fig. 6illustratesthe simulation resulten the number Fig. 6(d)illustrates theanalysisof thec | oud pr ovi d

of vehicles and other LTE useis shown in Fig6(a) and  monthly profit assuming theeavice provisionlasts 24 hours
(b), we can observe that the average completion tihge, every day.We can see that the operating costcompue
deadline violation rate and the average VM utilization nodes and the SLA penalty cost increase with the growth of
increase for all the applications withet growthof the  the number of UEslt is due to the increaseof the
number of UEs. Note thdD denotes deadline. The main computation load in compute nodeshich caises greater
rationale is thencreaseof the number of callocated tasks power consumption and also deadline violations. As the
in each compue node which causes more performance cloud usage cost does nairy, the profit decreases with the
interference. As for the network performance, unlike ourgrowth of the number of UEs.

expectation, e growth of the number dhe UEsdid not 2) Effects of the utilization ofompute node Fig. 7
affect significantly to the average transmission andshows the simulation resultsat manipulatghe number of
reception timeWe can see thahe latency is low enough co-located VMs in each compute node. As we expected, the

Bhttps://www.openstack.org

http://sirius.claritylab.org

20https://blindmotion.github.io/

21227The details of the simulation parameter settings and the graphical represent
the simulation resultare available on oweb site(http://ncl.kaist.ac.kr/wp
content/uploads/2017/02/supple.pdf
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of when thenumber of cdocated VMs is twoAlso, the
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C. Usage
The IsV2C enablesimulation users such as service and

a strong inverse relationship compared to Fig. 6(c) and 8(c)¢cloud providers to find the optimal service setup by

3) Effects ofservice offloathg policy: Fig. 8 indicates
the relationship between theffloading degree and
performanceAs describedin Fig. 8(a), for Custom we can
find that the average completion time is shomdren the

offloading probabilityis 66 %compared to when it is 100 %

even ifwe assumed that VMs outperform vehictessmuch
as three times. It islue to the reduction gberformance

simulating a variety ofconfigurations. For examg| using
the above resultsservice providercan easily identify that
Sirius is the most vulnerable to the increaisedata traffic
size. Also, theymight prefer to offload twahirds of service
requests forCustomif remaining conditions are the same
From the perspectivedf cloud providers, it seems that
locating the maximum number &fMs in each compute



node is not a reasonable solutiordue to performance
degradation Also, simulation users can evaluativerse
scenarios by manipulating other parametEws. instance,fi ~ [12]
they want to identify the relationship between service
provision and network performance in a particular region,
the IsV2C allows them to configugenetwork environment

in the area by manipulating parameters such as the numbes)
of base stations.

[14]
V. CONCLUSION
In this paper, we have presented tls®/2C, a new
integrated rad trafficnetworkcloud simulator for V2C [15]
connected car servicesThe IsV2C provides (1) user
conveniencefrom the userfriendly GUI and the high
visibility in result analysis (2) a organic simulation to  [16]
identify endto-end service performance, (3) the aceful
emulation of task execution to mimithe computational
behaviorsin both vehicles and the cloudnd finally (4) a  [17]
variety ofmetricsfor the serviceevaluation We haveshown
its functionality andeffectivenesswith the validation using (18]
threesampleV2C applicatiors in an urban area. Ware now
extending the I1sV2C tbe more elaborated amdnsiderthe [19]

adhoc vehicular cloudWe will also address a ariety of
challenginganalytic problems such as the service quality
optimization and the cogfffective resourcassignment [20]
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