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1. Introduction

Integrating Content Delivery Networks (CDNs) with cloud computing is an emerging issue in CDN technology recently. Amazon and Rackspace provide CloudFront [1] and Rackspace CDN [2] as the solutions for it using their clouds, and many CDN providers such as Akamai and Limelight have adopted cloud computing to improve performance of their CDNs [3,4]. Netflix started to provide their services using Amazon Web Service [5], and Google have boosted speed of YouTube using its cloud [6]. We refer to this kind of CDN combined with cloud computing as a cloud CDN [7]. Because there are usually many short busy periods in time series of end user demand of CDN [8], the use of cloud computing can give huge elasticity to CDN. Therefore, the cloud CDN can handle the dynamic demand adaptively as well as acquire enough resource even if the amount of resource which they have is relatively small. The cloud CDN providers provide their services using resources in cloud datacenter. Because quality of service (QoS) in the cloud CDN depends on the locations of the resources, datacenter selection is one of the important issues in the cloud CDN. Many researches have been studied with focusing on caching server placement [9,10], data placement [11], domain name system (DNS) server placement [12], end user request placement [13,14,15].

In this paper, we present a novel datacenter selection algorithm to place caching server for the cloud CDN. The algorithm is based on Nash bargaining solution (NBS) [16,17] which is an attractive method for this problem guaranteeing pareto efficiency, symmetry, invariance to equivalent payoff representations, and independence of irrelevant alternatives. Also, the algorithm considers predicted end user demand and virtual machine (VM) reservation based on autoregressive integrated moving average (ARIMA) model and our previous work, C-VMR [18] respectively. In evaluation, we compare the algorithm with uniform and proportional fair sharing.

2. Datacenter Selection Algorithm

Figure 1 shows the cloud CDN environment considered in this paper. In the figure, a cloud CDN provider has several available geo-distributed datacenters. The cloud CDN provider leases VMs from the datacenters to build caching servers to handle caching server requests of the content providers. When the content providers request the use of caching servers to the cloud CDN provider, the cloud CDN provider places the caching servers to available datacenters by the datacenter selection algorithm. We suppose that it is predetermined that which datacenter handles content requests of end users in each region. Because the algorithm considers end user demand, the end user demand in every region of each content provider should be monitored and managed consistently. When end users send content requests to the DNS servers, the DNS servers determine a caching server and forward the packets to the caching server. Because QoS in content services such as online game and video streaming is highly sensitive to the factors such as network latency and throughput, the following datacenter selection algorithm is designed to handle caching server requests of the content providers effectively.

The datacenter selection algorithm is based on the NBS in consideration of end user demand prediction and VM reservation.

End User Demand Prediction

End user demand prediction is performed based on the ARIMA model similarly with [19,20]. Before applying the model, time series of the demand should be preprocessed to make it stationary, and the order of the model should be determined.

VM Reservation

On-demand VMs (OVMs) and reserved VMs (RVMs) are two major VM types in the current cloud industry. These refer to VMs whose leasing time is relatively short such as an hour and long such as a month and respectively. Obviously, the price of RVMs in the unit time is set to be lower than that of OVMs. Therefore, using the appropriate number of RVMs gives a benefit to the cloud CDN provider. For VM reservation in the datacenter selection algorithm, we use the C-VMR [18] to determine the appropriate number of RVMs to be leased. The mechanism of the C-VMR is as follows. The C-VMR is performed every the fixed period. At each epoch $t$, demand in period $[t, t + T_t]$ is predicted, and it is determined that how many RVMs are to be leased as depicted in (1) where $r(t)$ is the number of RVMs to be leased at epoch $t$, $r_e(t)$ is the number of
RVMs which is available to the cloud CDN provider at the epoch $t$, and $d_p(t)$ is the predicted capable VM demand in period $[t, t+1]$. We note that the demand refers to the number of VMs which are capable to provide the caching server requests of the content providers.

$$r_t(t) = \left\lfloor \frac{1}{T_p} \sum_{k=0}^{T_p} d_p(k) - r(k) \right\rfloor. \quad (1)$$

### Algorithm 1. C-VMR

#### Input
- time series of historical capable VM demand in period $[t - T_h, t - 1]$ where $T_h$ is a period to be used as the historical demand in demand prediction

#### 1: predict capable VM demand in period $[t, t + T_p]$

#### 2: Obtain $r_t(t)$

#### 3: lease additional RVMs as much as $r_t(t)$

### NBS-based Datacenter Selection

We present a scheme for the NBS-based data selection in this section. The goal of the scheme is to determine the number of VMs which is to be created newly for each datacenter.

Based on the NBS, we formulate an optimization problem in consideration of end user demand and VM reservation as depicted in (2), (3), and (4).

$$\text{maximize } \sum_{i} \log \left( x_i - \frac{c \cdot \delta}{n} \right) \quad (2)$$

subject to $\sum_{i} x_i - \left( s + \sum_{i} \rho_i \right)$

$$x_i \geq \rho_i, \forall i. \quad (3)$$

$u(X)$ denotes an utility function where $x_i$ in vector $X$ is a decision variable and represents the number of VMs to be operated in datacenter $i \in I$. We note that $I$ is set of available datacenters. Also, $n$ is the number of capable end user requests in a VM, $\delta_i$ is the predicted end user demand of datacenter $i$, $c$ is a control parameter. (3) is the constraint to guarantee that the sum of $x_i$ is equal to the sum of the number of caching server requests $s$ and the number of available RVMs where $\rho_i$ denotes the number of available RVMs in datacenter $i$. (4) is the constraint to limit the minimal number of $x_i$ because $x_i$ cannot be less than $\rho_i$. Finally $x_i - \rho_i$ represents the number of VMs which is to be created newly for datacenter $i$.

### 3. Evaluation

In this section, we evaluate the scheme for the NBS-based datacenter selection. For the evaluation, we generated a different end user demand for each datacenter arbitrarily and the demand is unit of the number of end user requests at an epoch. ASTSA package in R [21] is used for the demand prediction using the ARIMA model. The window size is set to 30. In the evaluation, we suppose that there are 3 available datacenters (Datacenter 1, Datacenter 2, and Datacenter 3), and the number of RVMs of each datacenter is 30, 80, and 60 respectively. Also, $n$ is set to 10.
Figure 2 Evaluation results: Sky blue and orange represent actual end user demand / 10 and predicted end user demand / 10 respectively. Gray, yellow, blue, yellow green, and dark blue represent the datacenter selection result by uniform fair sharing, proportional fair sharing, NBS (c = 0.5), NBS (c = 0.7), and NBS (c = 0.9) respectively. (a) Datacenter 1, the number of caching server requests = 350. (b) Datacenter 1, the number of caching server requests = 450. (c) Datacenter 2, the number of caching server requests = 350. (d) Datacenter 2, the number of caching server requests = 450. (e) Datacenter 3, the number of caching server requests = 350. (f) Datacenter 3, the number of caching server requests = 450.

We compare the algorithm with uniform and proportional fair sharing. The uniform and proportional fair sharing are the approaches which divide the caching server requests to each datacenter uniformly and proportionally to end user demand respectively. Figure 2 shows the result. As depicted in the figure, the trend is similar between Fig. 2(a), (c), (e) and (b), (d), (f) respectively. Demand prediction of Figure 2(c) and (d) are more accurate than Figure 2(a), (e) and (b), (f) respectively. It is because end user demands of Figure 2(c) and (d) are rarely fluctuated. Also, in all figures in Figure 2, the datacenter selection results of NBS are in between those of uniform and proportional fair sharing. Therefore, we can control c adaptively by system status, service level agreement (SLA), and so on. Therefore, cloud CDN providers can provide flexible services to contents providers.

4. Conclusions
In this paper, we presented the NBS-based datacenter selection for cloud CDN in geo-distributed clouds. To achieve effective datacenter selection for cloud CDN, we proposed the NBS-based datacenter selection algorithm in consideration of demand prediction and VM reservation. In evaluation, we compared the algorithm with uniform and proportional fair sharing. As on-going and future work, we are extending the algorithm to consider SLA such as latency, response time, throughput, etc.
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