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Abstract. We deal with a reservation-based cloud service broker (R-CSB). The
main role of the R-CSB is to provide application execution services or Software-
as-a-Service. The R-CSB makes a profit by an arbitrage between cloud service
consumers and providers, and service fees from the consumers. In this paper,
we first present detail concepts and architecture of the R-CSB. Also, to reduce the
VM leasing cost, we discuss two schemes. The VM reservation scheme
(C-VMR) makes the R-CSB reduce the VM leasing cost via leasing an appro-
priate number of reserved VMs. In addition to the C-VMR, we also present the
VM allocation scheme (C-VMA) to allocate applications to VMs cost-effectively.
Performance evaluation results show that the C-VMR has lower cost than other
approaches and the C-VMA shows has higher average VM utilization than the
conventional methods in most cases.
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1 Introduction

According to Gartner, cloud service brokers (CSBs) are one of the top 10 strategic
technology trends for 2014 [1]. There are many related companies to provide services
for selecting best services of multiple clouds, adding monitoring services, metadata
managing services, and providing Software-as-a-Service (SaaS). Liu et al. [2] classified
these services as three forms: service intermediation to improve services by adding new
value-added features, service aggregation to combine and integrate services into new
services, and service arbitrage to arbitrage and aggregate service with not fixed services.

We suppose that a CSB operates independently to cloud service providers (CSPs)
and cloud service consumers (CSCs). It means that the CSB is a business entity which
creates values between CSPs and CSCs, and we call it as a VM reservation-based CSB
(R-CSB). The main role of the R-CSB is to provide application execution services or
SaaS using virtual machines (VMs) leased from CSPs. Because it is difficult for most
CSCs to perform effective VM allocation and application execution management, the
R-CSB has advantages of choosing the optimal resources to execute the applications
with characteristics of CSCs (e.g. geographical location, network topology, vari-
ous types of resource requests, etc.), and reallocating VMs in dynamic situations via
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monitoring performance. Also, because we consider the actual and general pricing
policies of CSPs, the R-CSB is easily applicable in today’s industry.

In this paper, we present detail concepts and architecture of the R-CSB, and its VM
reservation and allocation schemes. The VM reservation scheme (C-VMR) and the
VM allocation scheme (C-VMA) especially focus on reducing the VM leasing cost.
The C-VMR is designed to lease an appropriate number of reserved VMs (RVMs) by
demand with time. Also, as an extension of BestFit, the C-VMA is operated with both
on-demand VMs (OVMs) and RVMs by considering residual times of VMs.

The remainder of this paper is organized as follows. Section 2 describes related
work. Section 3 presents detail concepts and architecture of the R-CSB. Sections 4 and
5 present the C-VMR and C-VMA respectively. In Sect. 6, we evaluate the C-VMR
and C-VMA. Finally, Sect. 7 concludes this paper.

2 Related Work

For VM reservation in clouds, Chaisiri et al. [3] proposed the OVMP algorithm to
optimize resource provisioning and VM placement. The authors formulated the opti-
mization problem to minimize the total cost of resource provisioning using stochastic
integer programming and presented a method to solve it using Benders decomposition
and sample-average approximation algorithms. Wang et al. [4] presented VM reser-
vation strategies to minimize the VM leasing cost using dynamic programming and the
corresponding approximation algorithms for CSBs.

For VM allocation in clouds, Genaud et al. [5] divided strategies for it into four
categories: 1VM4ALL, 1VMPerJob, Bin-Packing, and Relax. 1VM4ALL allocates
every job to a single VM, 1VMPerJob allocates each job to a VM, Bin-Packing allocates
jobs to VMs using heuristics such as FirstFit, BestFit, andWorstFit, and Relax considers
SLAs by including a bound on the waiting time. Leitner et al. [6] presented a scheme to
minimize the sum of changes of the VM leasing cost and the SLA penalty cost. They
described the change of the VM leasing cost after the VM κ is selected to allocate the
application as depicted in Eq. (1) where Treq is the execution time of the application
requested to execute, Tres

j is the residual time of the VM κ, BTUj is billing time unit
(BTU) of the VM κ, and pBTUj is the price of the VM κ in the BTU.

Dlcj ¼
Treq�Tres

j
BTUj

� pBTUj

��� ���; if Treq [ Tres
j

0; if Treq � Tres
j

(
: ð1Þ

We note that selecting a VM to minimize the change of the VM leasing cost is the
extension of BestFit which selects a VM whose residual time is longer than the exe-
cution time and the nearest to it. We call it as modified BestFit (MBF) in the remainder
of this paper. In addition, WorstFit is identical to the BestFit except that it selects a VM
whose residual time is the farthest to the execution time. We call the corresponding
extension of the WorstFit as modified WorstFit (MWF). Shen et al. [7] presented a
scheme using a portfolio of integer programming problems (IPP) and heuristics-based
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approaches. In the scheme, VM allocation strategies are produced by the IPP and the
various heuristics in limited time, and the best strategy is selected as its VM allocation
decision. They also extended the scheme to consider both OVMs and RVMs by
determining the number and types of RVMs. A scheme presented by Deng et al. [8]
used a trace-based simulator to select a suitable strategy for each VM provisioning, job
selecting, and VM selecting in a portfolio. In addition, they propose an algorithm to
enlarge the chance of selecting the best policy in limited time.

3 Reservation-Based Cloud Service Broker

The R-CSB executes applications on behalf of CSCs or provides SaaS using VMs
leased from CSPs. A profit of the R-CSB is made by an arbitrage between CSCs and
CSPs, and service fees from CSCs. To increase the profit, the VM leasing cost of the
R-CSB should decrease, and we solve it via cost-effective VM reservation and allo-
cation. The VM reservation is based on the following fact. The resources provided by
CSPs is generally divided by OVMs and RVMs. The OVMs and the RVMs refers to
VMs leased in comparatively short BTUs (e.g. an hour) and long BTUs (e.g. a month, a
year) respectively. Prices of RVMs during unit time is set to be cheaper than those of
OVMs, and the VM reservation can reduce the VM leasing cost. However, because
BTUs of RVMs are much longer than those of OVMs, the cost-effectiveness of the VM
reservation can rather decrease if utilizations of the RVMs are low. Therefore, the
R-CSB should lease an appropriate number of RVMs.

In addition to the VM reservation, the VM leasing cost can be reduced by the
effective VM allocation via increasing average VM utilization. If the number of leased
RVMs is greater or equal to the current demand to the R-CSB, it is enough to allocate
applications to the RVMs, and the OVM leasing cost is not imposed. Otherwise, an
additional OVM should be leased to allocate the application. Therefore, increasing
average VM utilization decrease the number of OVMs leased additionally, and it results
in the reduction of the VM leasing cost.

Figure 1 depicts architecture of the R-CSB. A VM reservation module is to
determine the number of RVMs to be leased by time. The VM reservation strategizing
in the VM reservation module is performed based on demand monitoring and pre-
diction. RVMs leased by the VM reservation module and OVMs additionally leased are
managed in a VM pool management module. We divide the VM pool into two kinds:
VM pools which contains VMs whose status is idle (an idle VM pool) and VMs on
which the applications is executed (an active VM pool). For application execution
requests of CSCs via a user interface, the R-CSB parses the requests and profiles the
applications if the profiling isn’t done before. The applications are scheduled and
allocated to appropriate VMs in the idle VM pool, and VM scaling is performed if it is
empty. Then, the application execution module starts to execute the applications via a
cloud interface. To guarantee performances of applications in the dynamic nature of
public clouds, the R-CSB is designed to reallocate VMs if performance degradations
are monitored or current VM allocation cannot satisfy SLAs of CSCs. In addition, we
need a security and authentication management module for a secure service of R-CSB.
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4 C-VMR

The C-VMR is presented to determine the appropriate number of RVMs to be leased in
the VM reservation module. In this section, we suppose that BTUs of OVMs and
RVMs are fixed as BTUOVM and BTURVM respectively. The basic idea of the C-VMR is
adaptively determining the number of RVMs to be leased based on predicted demand.
The demand refers to the number of VMs needed to service application execution
requests of CSCs.

The C-VMR uses the auto regressive integrated moving average (ARIMA) model
to predict demand based on Brockwell et al. [9], Fang et al. [10], and Ha et al. [11]. The
demand prediction is performed with the following three steps. First, time series of
the demand are preprocessed to apply the ARIMA model. Because the ARIMA model
is only applicable with stationary time series, the non-stationary time series of the
demand should be processed to be stationary. It can be achieved by obtaining deri-
vations of the time series. Second, the order of the ARIMA model is determined based
on the auto correlation function (ACF) and the partial auto correlation function (PACF)
of the preprocessed time series. Validity of the ARIMA model is also checked in this
step. Third, the ARIMA model is applied to predict the demand.

Fig. 1. Architecture of the R-CSB.
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A mechanism of the C-VMR is as follows. The C-VMR is operated every period
Tr. At each time t at which the C-VMR is operated, the demand from the time t for Tp is
predicted. Then, nlRVM tð Þ which denotes the number of RVMs to be leased at the time
t is determined as Eq. (1) where Dp tð Þ is the predicted demand during ½t; t þ 1�, and
neRVM tð Þ is the number of RVMs in the VM pool at time t.

nlRVM tð Þ ¼ 1
Tp

XtþTp

k¼t

Dp kð Þ � neRVM kð Þ
$ %

: ð2Þ

5 C-VMA

The C-VMA is operated as online VM allocation. We assume that the applications are
indivisible. To reduce the VM leasing cost, the C-VMA focuses on increasing VM
utilization. Whenever each application execution request is arrived, the C-VMA is
operated as follows. If there exist OVMs which satisfy α < the residual time – the
predicted application execution time < β in the idle VM pool, the MBF is applied for
the OVMs. Otherwise, if there exist RVMs in the idle VM pool, one of the RVMs is
selected. Finally, if there does not exist the corresponding OVM or RVM, the MBF
is applied for all the VMs in the idle VM pool. Obviously, an additional OVM is leased
and added to the idle VM pool if it is empty.
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6 Performance Evaluation

6.1 C-VMR

In this section, we evaluate the C-VMR. For the evaluation, the actual demand is
generated for 4 years as depicted in Fig. 2(a) as a solid line. The actual demand is unit
of the average number of VMs needed to service application execution requests of
CSCs per hour. We use ASTSA package in R [12] for the demand prediction using the
ARIMA model, and the prediction result is also depicted in Fig. 2(a) as a dotted line. In
the evaluation, we suppose that there are 5 RVMs in the VM pool initially, BTUs of
OVMs and RVMs are 1 h and 1 month, and the leasing costs are $0.24 per an hour and
$131.4 per a month respectively. We note that the VM leasing costs are from the
pricing policy for large standard cloud servers in GoGrid [13]. Also, we set Tr, Tp, and
Th as 1 week, 1 month, and 30 weeks respectively.

We compare the C-VMR with three other approaches: No VM reservation, Fixed
VM reservation, and BTU-fixed VM reservation). The No VM reservation is the
approach which uses no RVM. Therefore, application execution requests are serviced
using only OVMs. The Fixed VM reservation is the approach which reserves an
optimal fixed number of RVMs for every time. The optimal fixed number is determined
to minimize the VM leasing cost. The BTU-fixed VM reservation is the approach
which reserves an optimal fixed number of RVMs for each period as much as BTU.
Therefore, the optimal fixed number is recomputed at each period. Figure 2(b) shows
the result. The result shows that the VM leasing cost of C-VMR is less than other three
approaches.

6.2 C-VMA

In this section, we evaluate the C-VMA. The evaluation is performed in our cloud
testbed based on OpenStack Essex [14] as depicted in Fig. 3. Each physical machine
(PM) in the testbed uses two quad-core processors with Hyper-Threading [15] (Intel®
Xeon® Processor E5620). It also has 14 GB for the main memory and 1000 GB for the
hard disk. For the evaluation, we developed the several modules highlighted in Fig. 3,
and the modules are operated on Apache Tomcat 7.0 [16]. The experimental procedure

(a) (b)

Fig. 2. An example of VM allocation in the R-CSB: (a) VM allocation when it is not necessary
to lease OVMs, (b) VM allocation when it is necessary to lease OVMs additionally.
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is as follows. We start the experiment after building VMs which have 1 VCPU, 1 GB
of memory, and 10 GB. Five VMs of them are set for the initial RVMs in an idle VM
pool, and we suppose that BTU of the RVMs are longer than the experiment period.
Application execution requests are arrived to the R-SPCSB via RESTful web ser-
vices via Jersey [17] during an hour by inter-arrival times which follows a Poisson
distribution whose mean is 5 s. For the applications, we use three applications whose
expected execution times are 15.99, 38.23, and 60.08 s and they are based on Map-
Chem [18] which performs a high performance bio and chemical analysis. We note that
the inter-arrival time and the application for each request is predetermined randomly
before the experiment. Application execution requests are written in JavaScript Object
Notation (JSON) [19] via Gson [20] and transmitted to the R-CSB via a POST method.
After receiving each request, the R-CSB parses the request using Gson, and a VM to
execute the application is selected by a VM allocation strategy. Then, the application is
executed on it. We suppose that BTU of OVMs is 100 s, and extra delay to lease new
VMs including transaction time is 5 s. These are considered as scaled down values of
BTU and extra delay in real world respectively.

We evaluate the C-VMA for six cases by difference between predicted and
expected application execution times.

Case 1 (predicted application execution times ≪ expected application execution
times). Predicted application execution times of the three applications are 10.99, 26.23,
and 40.08 s respectively. α = 7 and β = 27.
Case 2 (predicted application execution times < expected application execution
times). Predicted application execution times of the three applications are 10.99, 30.23,
and 50.08 s respectively. α = 5 and β = 25.
Case 3 (predicted application execution times = expected application execution
times = actual application execution times). Predicted application execution times of
the three applications are 15.99, 38.23, and 60.08 s respectively. α = 0 and β = 20.

Fig. 3. The experimental environment for evaluating the C-VMA.
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Case 4 (predicted application execution times = expected application execution
times). Predicted application execution times of the three applications are 15.99, 38.23,
and 60.08 s respectively. α = 0 and β = 20.
Case 5 (predicted application execution times > expected application execution
times). Predicted application execution times of the three applications are 20.99, 46.23,
and 70.08 s respectively. α = −5 and β = 25.
Case 6 (predicted application execution times ≫ expected application execution
times). Predicted application execution times of the three applications are 20.99, 52.23,
and 80.08 s respectively. α = −7 and β = 27.

We note that the experiment for the case 3 was performed with just waiting (i.e.,
executing sleep()) during the corresponding expected application execution times
instead of executing application actually.

Figure 4 depicts the results. We compare the C-VMA with the MBF, the MWF, and
reservation-based MBF (R-MBF). We note that the R-MBF is identical to the MBF
except that it tries to allocate applications to RVMs first. The results of the MBF shows
that the average VM utilization gets lower as the predicted application execution times
are farther from the expected application execution times. Because the MBF is based
on the prediction of application execution times, the MBF can fail to select VMs whose
residual time is the closest to the actual application execution times. In addition, the
unnecessary VM leasing cost can occur if the predicted application execution times
are shorter than the actual application execution times in the selected VMs. Therefore,
the C-VMA is designed to overcome these problems via using the specific bound of the
residual time – the predicted application execution time. On the other hand, the results

(a) (b) (c)

(d) (e) (f)

Fig. 4. The average VM utilization of the MBF, the MWF, the R-MBF, and the C-VMA:
(a) case 1, (b) case 2, (c) case 3, (d) case 4, (e) case 5, and (f) case 6.
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of the MWF are the same for all the cases except for the case 3 because it selects a VM
whose residual time is the longest regardless of the predicted application execution
times. In the results of the R-MBF, the average VM utilizations of the R-MBF are
higher than those of the MWF if the predicted application execution times are close to
the expected application execution times. Otherwise, the average VM utilizations are
higher than that of the MBF because the R-MBF checks RVMs whether there exist
RVMs available to allocate first. Finally, the average VM utilization of the C-VMA is
the highest for all the cases except for the case 4.

7 Conclusion

In this paper, we presented a VM reservation-based cloud service broker and its per-
formance evaluation. Among many issues enabling to be addressed in the R-CSB, we
focused on reducing the VM leasing cost. To achieve it, the C-VMR and the C-VMA
were presented for cost-effective VM reservation and allocation respectively. The
evaluation for the C-VMR showed that the VM leasing cost of the C-VMR is the lowest
compared with the other methods. To evaluate the C-VMA, we implemented a prototype
of the R-CSB. The results showed that the average VM utilization of the C-VMA is the
highest compared with the conventional methods in most cases. As on-going and future
work, we are extending the C-VMR and the C-VMA to consider various types of OVMs
and RVMs of multiple CSPs, and constraints such as budget, performance, etc.
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