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Fig. 19. Successful ratio of fetched �les for iDCN using LOBS-HC and OBS,
respectively.

Fig. 20. ETE delay of fetched �les for iDCN using LOBS-HC and OBS,
respectively.

LOBS-HC performs much better than OBS when the traf�c
load is high. This is because in LOBS-HC, a requesting pod has
a much better chance to receive the pieces that are stored far
away from it than in OBS, thanks to the HC between the storing
pod and the requesting pod which provides some guaranteed
bandwidth (whereas in OBS, no such bandwidth guarantee
exist between a far-way storing pod and the requesting pod).

Note that, although not shown, we have also compared
LOBS-HC with OBS under the Push model. Our simulation re-
sults have revealed that LOBS-HC performs slightly better than
OBS under a high load under both the geometric and uniform
distribution. The reason for LOBS-HC to be only slightly better
than OBS under the Push model is that the goodput and ETE
delay do not distinguish one data frame from another as long
as both are delivered, and in OBS, although it cannot deliver as
many data frames between requesting pod and far-away storing
pods as LOBS-HC, it can make up for some loss of goodput
and ETE delay performance by delivering a few more data
frames between requesting and storing pods that are close to
each other.

We have not compared the traf�c performance of LOBS-HC
with that of electrical switching or hybrid switching since a
fair comparison is extremely dif�cult, if not impossible. This is
mainly due to the fact that these approaches use different amount
of resources (e.g., number of wavelengths, transceivers) as dis-
cussed earlier. We refer interested readers to related works in
[23], [24] that compared wide-area network traf�c performance
of OBS (and its variation including LOBS-HC) and OCS and

discussed the challenges in achieving a fair comparison. In ad-
dition, although LOBS-HC is applicable to any topology, we
have not applied LOBS-HC to Fat-tree or BCube and plan to
explore these and other topologies as a future work.

C. Performance Comparison Between Fat-Tree and 5-Cube

In this subsection, we compare the performance between an
electronic Fat-Tree and a LOBS-HC based cube in terms of the
queuing delay and throughput.

Note that there is no direct quantitative performance compar-
ison between different iDCNs, let alone between an electronic
iDCN and an optical iDCN since it is dif�cult, if not impossible
to do so due to the lack of consensus and data on how to char-
acterize the workloads and traf�c patterns etc.

Here, we try to make a simulation-based comparison as fair
as feasible Speci�cally, we consider an electronic Fat-Tree with
32 pods that can interconnect a total of 8192 servers (
in [1]). Note that with a full interconnection, the number of links
between core switches and the aggregated switches reaches up
to 8192 ( in [1]), which is too time consuming to
simulate. Accordingly we assume an oversubscription ratio of
8 in the Fat-Tree so there is only a total of 1024
links between core switches and aggregate switches. For a fair
comparison, we also consider a 5-cube LOBS-HC datacenter
with 32 pods. Each pod has 5 bidirectional output �ber links,
each consisting of 16 100 Gbps wavelengths [according to (6)].

We will limit the comparison study to the Push model using
the same set of default parameters about the traf�c arrival/gener-
ation model and burst assembly algorithms, and routing used in
the LOBS-HC cube. For the Fat-tree, we assume that the queue
size at each port of a switch is 1000 packet. In addition, to route
in the electronic fat-tree, a source pod simply selects a core
switch, and then go from the same core switch to the destina-
tion pod.

We have measured the throughput (or goodput) and queuing
delay as a function of the offered load under the two traf�c dis-
tributions, and the results are shown in Figs. 21 and 22. From
Fig. 21, we can observe that: 1) the queuing delays for elec-
tronic Fat-Tree under both uniform and geometric distributions
are very similar to (almost overlap with) each other; and 2) the
queuing delays of Fat-Tree under both distributions are much
higher than that of LOBS-HC based 5-cube. The �rst observa-
tion is due to the fact that every two pods are two hops away in
the Fat-Tree architecture, i.e., each packet traverse two hops no
matter how the destination pods are distributed. The second ob-
servation is due to the store-and-forwarding packet processing
in electronic Fat-Tree results in packet buffering time at inter-
mediate nodes, which is absent from the all-optical LOBS-HC
5-cube.

From Fig. 22, we can observe two similar facts that: 1) the
throughput of Fat-Tree under both distributions are similar to
each other except when the offered load gets high (near to 1);
and 2) the throughput of the 5-cube under geometric distribution
is the highest, followed by that under the two distributions in
Fat-Tree, and that under the uniform distribution in the 5-cube.
To explain the second observation, we note that the throughput
decreases in the LOBS-HC 5-cube mainly due to burst loss/con-
tention, whereas throughput decreases in Fat-Tree mainly due to




